
6.7 Inner Product Spaces  

We generalize the notion of inner product from  to a general vector space :

Definition An inner product on a vector space  is a function that, to each pair of vectors  and  in , 
associates a real number  and satisfies the following axioms, for all , and  in  and all scalars 

1. 
2. 
3. 
4.  and  if and only if 

A vector space with an inner product is called an inner product space.

 

Example 1 Fix any two positive numbers-say, 4 and 5-and for vectors  and  in , 
set

Show that equation (1) defines an inner product.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ANS : For axiom 1
,
<Ñ , Ñ> = 4h . Vi -15Uavs = 4h Ui + 5Usui < Ñ

,
Ñ >

For axiom2 ,
Ket Ñ = ( w, , Ws) ,

then

{Ñ+Ñ , Ñ ) = 41Uit Vi )Wit b- lust V21 Wa

= 4th Wit 51kWat 4 ↳Wat 5 Vs Ws

= < it, w > + < T , W>

For axiom 3
,

<cut , F) = 4CUi V , + b- cuz V2

= C (4th Vit b-Usu )

= c <ñ
, it>

For axiom 4
, <vi. it > = 4h45 Ui ≥ 0

and 4mi-15 Ui = 0 if and only if U. =Uz= 0 .

i.e. ñ=8

Thus a) defines an inner product on R2 .



 Lengths, Distances, and Orthogonality 

Let  be an inner product space, with the inner product denoted by .

Define the length, or norm, of a vector  to be the scalar

Equivalently, . 
A unit vector is one whose length is 1. The distance between  and  is . 
Vectors  and  are orthogonal if .

 

An inner product on 

Let  be distinct real numbers. For  and  in , define

Inner product Axioms 1-3 are readily checked. For Axiom 4, note that

Also, .  If , then  must vanish at  points: . This is possible only if  is 
the zero polynomial, because the degree of  is less than . Thus (2) defines an inner product on .

 

Example 2 Consider  with the inner product given by evaluation at , and 1. 

(1) Compute , where .

(2) Compute  and , for  and  in (1).

(3) Compute the orthogonal projection of  onto the subspace spanned by , for  and  in (1).

 

 

 

 

 

 

 

 

 

ANS : a) The inner product is

Lpq> = pong c- 1) + pea -1%01+12111%11
↳
↳t - t

'

, 3-12-12 > = -4×5 -10×3+2×5=-10

(2) 11plt-p.FI
<p, p > = < 3T - t ! 3T - ti >

= C-4) ✗ C- 4) -10×0+2×2=20



11PM = Fo

<of , of >
= <3 -12T? 3 -12T

≥

>

= 5×5+3×3 +5×5

= 59

HqH=Fq,q> --559

131 . The orthogonal projection § off onto
the subspace spanned by p is

§ =

<8. P
p =

-

% (3+-1-2)
<pp>

⇒ § = - ± 1st - t
'

)



 

The Gram-Schmidt Process

The existence of orthogonal bases for finite-dimensional subspaces of an inner product space can be 
established by the Gram-Schmidt process, just as in . 

Example 3  Let  be  with the inner product given by the evaluation at , and , and view  as a 
subspace of .  Produce an orthogonal basis for  by applying the Gram-Schmidt process to the polynomials 

, and .

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ANS : We will use the Gram -Schmidt Process in § 6.4 to

produce the orthogonal basis
.

Notice the inner products depend only on the

polynomial values at -2
, -1,0 , 1,2 .

We list

them for 1. t.li
'

as vectors in IR
'

for later computation .

polynomials : 1 t 1-2

Their values I
at -2

,
-1,0. 1,2 { 'i :|

Let p.lt ) = 1

Notice that < t.p.lt ) > = -2 -1+0-11+2=0
This means t is orthogonal to Potti -_ 1- .

So we take p.IM = t
.

Then
put , = f-

_

<F. Pitt>
pit , _
# ' Potts>

p.lt,<pits , pits> <pott.p.HN



= -12_ It?
t >

< t . t >
t

< 1 , I>
✗ /

= F-<÷ _

10

5

⇒ palt ) = -12-2

Thus an orthogonal basis for the the subspace
1Pa of V=☒4 is

poltt-1.p.HT-tip.lt/--t2- 2



 

Best Approximation in Inner Product Spaces

Example 4. Let  be  with the inner product in Example 3, and let , and  be the orthogonal basis 
found in Example 3 for the subspace . 

Find the best approximation to  by polynomials in .

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ANS : The best approximation to pits by polynomials in D- is

# = projjp-YP.P-p.tt?Piyp..+4P.Mp.
s 1Pa <poop.> <pup .

> <pups>

We record the values for p◦,p , , f. and p at -2
,

-1.0.1.2
.

as the following for later computation .

pit pit . pi-t2-zp-t-t.tt
↓

↓
_

↓
,

↓

±
, - I

¥.tt:1 :|-1
So # p . > = -3+9-2 -15+9-2-3=8 , 41,77=5

<pop ,
> = 6- § -19-2-6=0 , Lp , .fi > =/ 0

< p , p , >
= -6 - 9-2-10 - § -6=-31 ,

<Papa > =/4

↳ '

p' ⇐ projjp-YP.P-p.i-H.my?+4P.Mp.
1Pa <poop.> <pup .

> 4% .p.>



= § pot 0 + _¥p_

Thus § = § - 1314-42-2) is the closest

to p = 5- It
"

of all polynomials in 1Pa
.

when the distance between the polynomials
is measured at -2

,
-1

,
0
, 1,2 .

=

-¥ 1-12-27

= f- It "



 

An Inner Product for 

For  in , set

Then (3) defines an inner product on . Since

Inner product Axioms 1-3 follow from elementary properties of definite integrals. For Axiom 4, observe 
that

The function  is continuous and nonnegative on . If the definite integral of  is zero, then 
 must be identically zero on , by a theorem in advanced calculus, in which case  is the zero 

function. 
Thus  implies that  is the zero function on . So (3) defines an inner product on .

 

Example 5 Let  be the space  with the inner product 

Find an orthogonal basis for the subspace spanned by the polynomials , and . 

 

 

 

 

 

 

 

 

 

 

 

 

real- value

Vector space of all
tntihnous functions defined on [a. b]

.

Recall Jt"dt= t
""

-1C

ANS : We will use the Gram - Schmidt process in § 6-4 to

produce the orthogonal basis .

Notice that 1
,
and t are orthogonal since

4. t> = J.it dt = 1-21-21!, = 0

so we can take the first two elements of the

orthogonal basis to be 1 and t
.

By the Gram - Schmidt process , the third basis

element can be computed as



f- _
<t? I >

1-
Hit>

€
< 1 , I > <t.to

Note

<t? I > = Jit-dt = 1-31-31!, = §
< 1 . I > = fi at = t /I = 2! , , .gg , ,, , ±, ,, , ,
> So 1-2- ¥ ✗ 1 - 0 = -12-+3

can be the third element of the orthogonal
basis

.
We can scale it to be 31-2-1

Therefore an orthogonal basis for span / I.t.TT

is { I , t , 31-2-17
.



 

Exercise 6. Let  have the inner product given by evaluation at , , and . 

Let , and .
a. Compute the orthogonal projection of  onto the subspace spanned by  and .
b. Find a polynomial  that is orthogonal to  and , such that  is an orthogonal basis for Span 

. Scale the polynomial  so that its vector of values at  is .

Solution. The inner product is .

a. The orthogonal projection  of  onto the subspace spanned by  and  is 

b. The vector  will be orthogonal to both  and  and  will be an orthogonal 
basis for . The vector of values for  at  is , so scaling by  
yields the new vector .

 

Exercise 7. Let  have the inner product as in Exercise 6, with , and  the polynomials described there. 
Find the best approximation to  by polynomials in .

Solution. The best approximation to  by vectors in  will be


